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Abstract: Data is rapidly growing to become highly large
data collection so-called “Big Data” in all around the re-
gion in this era of trending technology. The most essential
and difficult challenges in data analytics research is analy-
sis on big data to obtain wrathful information from them.
The challenges of limited memory use, slower processing
time and computational barrier are the primary contribu-
tive causes to view traditional data analysis on big data. In
this paper, we present a comprehensive survey and study
of regression analysis on predictive big data model. The
estimation of massive big data analytical performance with
their limitation is presented in this survey with some future
enhancements.
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I Introduction

In the current digitally related to world, all thing can be
examined of creating data. The terminology Big Data is
not only about the standing of data that comes in the ex-
tent of Map Reduce is examined a simplification approach
for parallel computation of large data. The Map Reduce
implementation depends on specific or customized cluster
management that is responsive for distributing and running
peta bytes or zeta bytes something it is more about the
capability to consider large quantity of data. This data is
getting added to the actual ocean of Big Data formed from
uncountable sources like web logs, PDAs, smart phones, so-
cial network sites, satellite pictures, biological records, client
exchanges and astronomical, poses immense opportunities
as well as challenges for researchers to manage and provide
useful result.

Statistics takes important role in big data because many
statistical methods are used for big data analysis. Statistical
software provides rich functionality for data analysis and
modeling, but it can handle only limited small amounts of
data. Regression can be seen in many areas widely used such
as business, the social and behavioral sciences, the biological
sciences, climate prediction, and so on.

II Regression Model

Regression model [1] is a statistical tool for evaluating the
connections among variables. Regression analysis is most

valuable technique used in data mining. Regression analy-
sis is a statistical tool for the examination of relationship
between variables. It incorporates numerous techniques for
demonstrating and examining a several variables, when the
attention is on the relationship between one independent
variables and dependent variable[2].

Figure 1: Regression Analysis and Classification

Regression analysis is a data mining function that predicts
a number, age, weight, distance, sales, income and temper-
ature, could all be predicted utilizing regression techniques.
A regression task start with a data set in which the tar-
get values are known the objective of regression analysis is
to complete the parameters estimations for a function that
generate the function to best fit a collection of observed
data that provide. Regression analysis is processing the
data using complex data search capabilities and statistical
algorithms to search patterns and correlations in large prior
databases [3]. It is represented in Figure 1.

III Data Mining

Data Mining is a set of methods utilized as a part of the
knowledge discovery process to distinguish previously un-
known relationships and patterns inside data. It is the pro-

Figure 2: Frontiers of Data Mining

cess for extracting previously unknown, logical, and action-
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able data from large databases and applying it to start on
crucial business decisions. Data mining is thus a confluence
of various other frontiers or fields like statistics, artificial in-
telligence, machine learning, database management, pattern
recognition, and data visualization as presented in Figure 2.

Data mining is the “automated extraction of unknown
predictive information from databases”.

Statistics in Data Mining

Statistics is a component of data mining that provides the
tools and analytics techniques for dealing with large amount
of data. It is the science of learning from data or includes
everything from collecting and organizing to analyzing and
presenting data [4]. It is concerned with probabilistic mod-
els, specifically inference, using data. While the aims of
statistics and data mining are comparable, it is evaluated
that there are very few analysts to manage the requests of
data analysts [5][6].

IV Literature Review

Bertino et al. [7] catogrized present PPDM algorithms from
a proposed taxonomy. Ketel et al. [8] introduced a geo-
metric rotation based data perturbation. Privacy preserving
classification methods avoid a miner from classifier construc-
tion which can predict sensitive data. Privacy preserving
clustering techniques that interfere with sensitive numerical
attributes, although preserving general features have been
proposed.

Turóczy et al. [9] presented the research methodology
which is based on statistical analysis, this paper includes the
multiple regression analysis. This type of analysis is applyed
for modeling or analyzing on a few variables. The multiple
regression analysis expands regression analysis Titan et al.,
by describing the relationship between a dependent or a sin-
gle independent variables Constant. It analysis the simulta-
neous concern that some independent variables have more
than one dependent variable, it can be utilized for predict-
ing and forecasting. The multiple regression model can be
considerably more real compared to unifactorial regression.

Aggarwal et al. [10] presented randomization of exact val-
ues using Gaussian and Uniform perturbations. Theirs al-
gorithm dependent on a Bayesian procedure for improving
perturbed distributions. Then, Verykios et al. [11] catego-
rized the present privacy preserving algorithms in five var-
ious categories: Data or rule hiding, privacy preservation,
data distribution, data modification and DM algorithm.

In our study the dependent variable consists in the profit
size, while the independent variables are the following: self-
financing capacity, return on value, personnel cost per em-
ployee and investment per person employed.These variables
were observed all through ten years. To begin with we pre-
sented the essential data for the analysis, after which we
obtained the regression equation. We calculated the coeffi-

cient of determination R2, which had the point of indicating
the percent of the amount of the aggregate change is clarified
by the independent variables. Than we turned to F−test
and to Student test, respectively t with n−(k+1) degrees of
freedom, in order to see which hypothesis can be accepted.

Another works on random projection or random rotation
of hybridization methods by Ramu et al. [12]. The hy-
brids have been tested on four bankruptcy or six benchmark
problems. Logistic regression,Decision tree and MLP have
been applyed for categorizing using 10-fold cross-validation.
Bansal et al. [13] introduced a novel algorithm because
preserving privacy through neural network learning. Ravi
et al. [14] introduced a novel privacy preservation tech-
nique namely particle swarm optimization performing Auto-
Associative Neural Network. The work deal with classifica-
tion problems. Logistic regression and Decision tree have
been used for data mining purpose.

4.1 Data Mining Techniques

The prediction, is one of the data mining techniques that
determines relationship among dependent variables or in-
dependent variables. The prediction analysis technique be
used into sale to predict profit, Here sale is an indepen-
dent variable, and profit may be a dependent variable. It
is based on the past sale and profit data, a regression curve
that is used for profit prediction. The difficulty in prediction
a data is a complex set [15]. In fact there are no method-
ologies or tools can ensure to generate the exact prediction
in the organization. In this paper, they have examined the
distinctive algorithm and prediction procedure. Inspite the
way that the least median squares regression is known to
produce better results than the classifier linear regression
techniques from the given set of attributes. As correlation
they found that Linear Regression method which takes the
lesser time when contrasted with Least Median Square Re-
gression [16].

4.2 Regression Modeling Technique on
Data Mining for Prediction of CRM

For implementing best CRM different success factors are
available. The data analytics approaches can be followed
to predict the target customer which can be different types
for example Statistical Analytics or Dynamic Analytics [17].
Further for the data Analysis there can be two forms that
can be applied on extract models which describes important
data classes and predict future data directions. The Pre-
diction can be done on the basis of historical data which
predicts the uncertainty of data sets that whether the cus-
tomer will be satisfied by the product or not. There are two
different types of values discrete type values or continuous
valued attributes. Here our proposed work will be to predict
the continuous values using regression techniques.
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Figure 3: Prediction in Data Mining

V Proposed Approach

In this paper we proposed Regression Modeling Technique
which manages the correlation and association between sta-
tistical variables, the variables here are treated in a sym-
metrically.

5.1 Statistical Analysis

This section utilizes mainly two statistical methods for data
analysis - factor analysis and regression analysis. Factor
analysis is used to ensure that the intended constructs can be
justified, and to prevent that variables that do not represent
what they were intended to measure are included in the final
model. After the constructs have been developed, regression
analysis is used to test the established hypotheses. These
two statistical methods will be briefly described.

5.1.1 Factor Analysis

Factor analysis attempts to analyze underlying variables,
or factors that shows the pattern of correlations within a
set of variables observations. Factor analysis is including
data reduction to identify a small number of factors that
explain most of the variance that is observed in a much
larger number of variables. The purpose of data reduction
is to remove redundant (or highly correlated) variables from
the data.

In this analysis, principal component analysis was used,
which is similar, more reliable and conceptually less com-
plex than “traditional” factor analysis. Principal component
analysis is concerned with establishing what kind of linear
components that exist in the data and how each variable
might contribute to that component. For simplicity, princi-
pal component analysis will just be called factor analysis as
both methods are very similar.

5.1.2 Regression Analysis

The data can be analyzed with the help of statistical ana-
lytic technique. These techniques include Linear Regression,
which is the simplest form of regression. It models a random
variable, Y called a response variable, as a linear function of
another variable X which is called as a Predictor Variable.
Thus the equation becomes according to linear Regression
is:

y = a+ bX

Where the variance of Y is assumed to be constant, a and
b are regression coefficients which specifies the Y -intercept
and slope of line. The coefficients can be solved with the
method of Least Squares, which helps in minimization of
the data between the actual data and the estimated line.
where,

Slope(b) =
n
∑
xy − (

∑
x) (

∑
y)

n (
∑
x2)− (

∑
x)

2 , (1)

Intercept(a) =

∑
y − b

∑
x

n
(2)

5.2 Multiple Linear Regression

In this section, we review briefly the multiple regression
model that you encountered in the DMD course. There is a
continuous random variable called the dependent variable,
Y , and a number of independent variables, x1, x2,...,xp.
Our purpose is to predict the value of the dependent vari-
able (also referred to as the response variable) using a linear
function of the independent variables. The values of the in-
dependent variables(also referred to as predictor variables,
regressors or covariates) are known quantities for purposes of
prediction, the model is: Y = β0+β1x1+β2x2+....+βpxp+ε,
where ε, the “noise” variable, is a Normally distributed ran-
dom variable with mean equal to zero and standard devia-
tion σ whose value we do not know. We also do not know
the values of the coefficients β0, β1, β2, ..., βp. We estimate
all these (p + 2) unknown values from the available data.
The data consist of n rows of observations also called cases,
which give us values yi, xi1, xi2, . . . , xip; i = 1, 2, . . . , n. The
estimates for the β coefficients are computed so as to min-
imize the sum of squares of differences between the fitted
(predicted) values at the observed values in the data. The
sum of squared differences is given by

n∑
i=1

(yi − β0 − β1xi1 − β2xi2 − ...− βpxip)2

Let us denote the values of the coefficients that minimize
this expression by
β̂0,β̂1,β̂2,...,β̂p.These are our estimates for the unknown val-
ues and are called OLS (ordinary least squares) estimates
in the literature. Once we have computed the estimates
β̂0,β̂1,β̂2,...,β̂p we can calculate an unbiased estimate σ̂2 for
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σ2 using the formula: σ̂2=
1

n− p− 1

n∑
i=1

(yi − β̂0 − β1xi1 − β2xi2 − ...− βpxip)2

We plug in the values of β̂0,β̂1,β̂2,...,β̂p in the linear regres-
sion model (1) to predict the value of the dependent value
from known values of the independent values,x1, x2, ..., xp.
The predicted value, Ŷ , is computed from the equation Ŷ
=β̂0 + ˆβ1x1+ ˆβ1x2 + ... + ˆβpxp.

VI Conclusion and Future Work

The paper presents a distributed data mining approach,
suitable for modeling and prediction of numerical quanti-
ties. The approach is based on optimization over input data
composed exclusively of numerical attributes. The numer-
ical data are frequently used in data mining in fields such
as chemistry, physics, and hydrology. The simplicity of such
produced model (it takes the form of a regression function),
and its usefulness in the reasoning phase are among its most
prominent advantages. The mechanism of choice of model
structure also proved to be very useful; on one hand, it gives
the possibility to choose the universal structure of the regress
function, on the other hand, it allows forcing a function spe-
cially designed for a particular case within the process.

REFERENCES
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