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Abstract: Current advancements in information-focused 

digital sound, picture, and video-based (sight and sound) 

web applications have reinforced the need for more 

efficient methods. A vast amount of data has emerged 

with the advancement of innovation and the entry into the 

digital age. Overseeing such a vast quantity of data can 

frequently lead to issues. To make practical use of 

computerized data, it must be placed and recovered in an 

efficient manner with a clear objective .Image 

compression techniques play a vital role to achieve this 

objective. 
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I. INTRODUCTION  

The amount of information associated with visual data is 

so vast that storing it would need a very high capacity 

limit. Although certain storage media have severe 

restrictions, their entrance speeds are typically inversely 

proportionate to their capacity. Reducing the amount of 

data lost while transferring or storing photographs is the 

aim of picture information compression techniques.  

1.1 COMPRESSION TECHNIQUES 

There are various methods for characterizing 

compression strategies 

The data in the duplicated image serves as the foundation 

for the main arrangement. Compression techniques come 

in two flavors: lossy and lossless. The image that is 

reproduced after lossless compression is numerically 

exact replica of the original image, pixel by pixel. 

The second order of different coding methods is 

determined by the space where the compression method 

is connected. The two categories of coding are predictive 

and transform. Using data that has already been provided 

or is now accessible, predictive coding forecasts future 

values and codes the variations. This is done within the 

image or geographic area, so it may be quickly applied 

and customized to fit the image's unique characteristics. 

Differential Pulse Code Modulation (DPCM) is one 

specific use case for predictive coding.  

1.2 IMAGE COMPRESSION THEORY 
The implicit presumption of the reduction process is the 

removal of redundant data or content that either offers no 

significant information at all or merely repeats already 

known information. Redundancy in data is the primary 

issue with digital picture compression.  

The compression ratio, or CR, is defined as follows. 

CR = n1/n2                        1.1 

In that case relative data redundancy (RD) of the initial 

data set can be defined as follows. 

RD = 1 – 1/CR              1.2 

When n2 = n1, then CR= 1 and hence RD=0 

1.3 A TYPICAL IMAGE CODER 

How does a classic picture coder look like? A usual lossy 

image compression system exposed in figure, which 

consist of three closely associated components:  

(a) Source Encoder or Linear Transforms  

(b) Quantizer  

 (c) Entropy Encoder 

 

 
 

Fig 1: A Typical Image Coder 

One of the several transformations that converts the data 

into a linear combination of weighted premise capacity is 

the Discrete Cosine Transform. 

 
II. LITERATURE REVIEW 

Shannon Fano Algorithm 
The technique of data compression involves using 

compression to create a very helpful method that is used 

in the.rar or zip file formats for implode compression [2]. 

The Model Sim SE 6.4 simulator can be used to 

implement the Shannon Fano method in VHDL code, 

which compresses the data. The following equation can 

be used to determine the quantity of data that is 

compressed when applying these algorithms. 

 

Amount of Compression (Ratio Compression) = 
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𝐴𝑚𝑜𝑢𝑛𝑡 𝐷𝑎𝑡𝑎 𝐵𝑖𝑡𝑠 𝐵𝑒𝑓𝑜𝑟𝑒 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 
𝐴𝑚𝑜𝑢𝑛𝑡 𝐷𝑎𝑡𝑎 𝐵𝑖𝑡𝑠 𝐴𝑓𝑡𝑒𝑟 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 
 

 
We remark that using compression for data can  

improve with encryption. 

 
Run Length Encoding 

 

RLE (Run Length Encoding) algorithm is one algorithm 

that 

can be used to compress data so that the size of the data 

produced is lower than the actual size. The example 

discussed 

this time is the cost and return of data from a sentence. 

RLE (Run Length Encoding) is the easiest form of 

lossless data compression technique where a series of 

data with the same value in sequence will be saved into a 

data. This algorithm is very useful in data that has a lot of 

data with the same values in sequence like icon files, line 

drawings, and animations. This algorithm is not suitable 

for normal data because it will increase. 

Flowchart Run Length Encoding Algorithm was given 

Fig.2. 

 

 
 

 

Fig. 2: Flowchart Diagram Compression Data With RLE 

 

Lempel Ziv Welch 

 

In general the LZW algorithm is a lossless compression 

algorithm and uses a dictionary. LZW compression will 

form a dictionary during the compression process takes 

place.. LZW algorithm can be implemented in many 

compression 

applications. In this experiment [5] have provided a 

comparison between the conventional LZW coding and 

proposed MLZW coding [5]. Compression result in term 

of dictionary. Output from LZW algorithm is amount of 

bit or code word compression result must be small than 

file before compression. Algorithm is adapted for 

Unicode standard, it may be used very easily for any 

Bangla compression text [5] 

 

Concept from this algorithm is to find the new dictionary 

from 

a new character. LZW method use variable word width 

dictionary to balance the compression and decompression 

file. 

Flowchart Lempel Ziv Welch Algorithm was given 

Figure 3 

 

 
Fig. 3: Flowchart Diagram Compression Data With LZW 
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III. THE DISCRETE COSINE TRANSFORM 
 

A quick transform that turns data into a linear 

collection of weighted premise functions—

typically frequencies, much as sine waves—is 

the discrete cosine transform. It is a cozy and 

popular method of image compression that 

offers better energy compaction for highly 

linked data than DFT and WHT. 
 

Either creating a stylistic theme that unites the 

pixels in each subpicture or compressing as 

much information as is reasonably possible into 

the fewer number of transform coefficients are 

the two main objectives of the transformation 

process.  
 

3.1 COMPRESSION PROCEDURE 
 

We essentially reconstruct each line of the 

original image using the inverse DCT, padding 

each column with as many zeroes as the number 

of discarded coefficients, in order to recreate the 

original image. After examining the image at 

several frequency bands, we may reconstruct 

the original image by utilizing solely the 

coefficients of that particular band. The 

compression techniques are as follows 
 

Step 1: Convert the raw image into a signal (a 

string of integers).  

 

Step 2: Process the signal into a series of 

transform coefficients w  

. 

Step 3: Modify transform coefficients from w 

to another sequence w΄ by using a threshold.  

 

Step 4: Convert w' to a sequence q by using 

quantization.  

 

Step 5: Pack q into a sequence e using entropy 

coding.  
 

 IV. EXPERIMENTAL RESULTS 

The algorithm for picture compression using 

WT uses averaging and differencing to shape 

the wavelet. Then we use the threshold system 

to lessen the number of coefficients. Inverse 

transform is then connected to get the 

compacted mage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.1: Image compression using WT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 Fig 4.2: The Intensity, CPU Time, Compression 

Ratio and Mean Square Error for WT 

V. CONCLUSION 
 

The Discrete Cosine Transform is still a popular 

and useful method for digital image 

compression even though the Wavelet-based 

Transform yielded better results in terms of 

attributes like RMS error, image intensity, and 

execution time because, in comparison to other 

approaches, it can convey the majority of the 

data in the fewest number of pixels. Wavelet-

based transformations are therefore frequently 

employed as an image compression technique. 
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