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Abstract— Web mining is the application of data 

mining methods to extract meaning from online 

resources, such as web pages, link structures, or the logs 

of user interactions. The three primary areas of web 

usage mining—web contents mining, web design 

mining operations, and web usage mining—are the 

focus of this review paper's investigation of methods 

and applications. Web usage mining specifically seeks 

to examine user behaviour patterns in web logs in order 

to enhance online designs, customize user experiences, 

and maximize web server performance. This work 

tackles the intricacies of data pre-processing, which is 

another challenge. 

Keywords — Web log analysis, user behaviour 
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I. INTRODUCTION 

Web mining uses data mining techniques to extract 

valuable information from online data. Web pages, their 

links, and user interaction records on websites are all 

included in this. Web mining finds important trends and 

patterns by examining large online datasets. The details, 

papers, structures, and user profiles are the different 

categories into which this extracted data can be separated. 

Web mining is based on both data-driven and process-

based components. Data collection, selection before 

processing, pattern recognition, and analysis are some of 

the phases it includes. Because of the internet's 

widespread use in modern life, research on methods for 

retrieving information from the internet has grown 

significantly. These techniques are especially effective 

when they are used to mine structure or usage data (such 

as Weblogs). As seen in figure 1, data mining activities 

can be roughly divided into three types. While each 

category focuses on distinct facets of web data, they all 

seek to uncover hidden, important information. For 

instance, web content mining explores web page content 

to extract information, details, and insights. Text, images, 

and groups of websites are all examined and analysed, 

and the results are then generated for search engines. On 

the other hand, web structure mining struggles with the 

complexities of web linking structures. Despite being a 

traditional field, link analysis has seen a resurgence in 

interest due to the rise of web mining.  

 

Figure 1 Web Data Mining Taxonomy  

II. MINING WEB USAGE  

The methods used in this domain are focused on 

predicting how users would behave when using the 

internet. Web use mining is used to identify trends in user 

navigation using online data. This type of mining looks 

for valuable insights in the additional data that is received 

while people browse the internet. The present form of 

mining allows one to identify trends in the way 

consumers visit specific websites by extracting data from 

web logs. Both commercial products and current research 

endeavors seek pattern that can be analyzed for a variety 

of purposes. Website personalization, system upgrades, 

website modifications, company analysis, and even 

customer classification can all benefit from these 

analytical findings. online usage mining, often known as 

log mining, is the process of tracking user activity on 

websites and gathering this data from online logs [1]– [3]. 

The internet protocol (IP) address, visit time stamp, 

and pages seen are among the data that is saved following 

a user's visit to a website. These specifics are gathered, 

examined, and recorded in logs. [4] [5]. Because it makes 

it easier to examine user activity, it is used to make sure 

that users' experiences on interactive websites are 

improved. [6]. This tool uses technology to automatically 

track users' access patterns. Web servers provide access 

to a large portion of this data, which is subsequently 

summarized in access logs. URLs, visiting times, internet 

protocol addresses, and additional data that could assist a 

business better understand its customers' behaviour and 

provide excellent customer care are all included in logs. 

[7] [8] Data from logs, such as user access patterns, are 

collected and analyzed via web usage mining. Web use 

mining's primary goal is to monitor the actions of users 

as they engage with the web. There are two approaches 

to pattern analysis: generalised tracking and customized 
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tracking. Tracking information is frequently gathered 

from web page history. [9] 

 

Figure 2 Data source for web usage mining 

Internet usage mining is the process of using data 

mining techniques to uncover significant usage patterns 

in web data in order to better understand and meet the 

demands of web applications [10–11]. It is commonly 

referred to as the process of creating user behaviour 

patterns using the log files along with other pertinent 

information processed on particular websites. 

Pre-processing, finding and assessing patterns, and 

assessing these patterns are the three stages of web usage 

mining. To gain a deeper understanding of visitor 

behaviour, methods such path assessment, association 

rules, clustering, classification, and sequential 

examination are employed [12–13]. 

Web usage data primarily serves to document the 

typical browsing patterns of a website's users. Web usage 

mining can be categorized based on the type of usage data 

examined [14-15]. In our study, we focus on web log data 

that chronicles user navigation patterns, as depicted in 

figure 1.2. Centered around web usage mining, our 

approach utilizes data mining techniques to uncover 

trends in web usage data. Users' interactions with the web 

result in the generation of data mainly in the form of 

web/proxy server logs. Usage mining methods attempt to 

study and predict user's behavior, so designers of web 

sites may make improvements into user's experience 

while offering an attractive web site, attract more visitors, 

and provide personalized services to devoted users. 

However, the nature of the data forming the basis of Web 

Usage Mining therefore presents a very real challenge. 

The growth of the internet meant exponential quantities 

of web data and most transactions take place in 

milliseconds. This vast amount of data is often semi-

structured, making it distinct from traditional structured 

data. The growth of the internet meant exponential 

quantities of web data and most transactions take place in 

milliseconds. This vast amount of data is often semi-

structured, making it distinct from traditional structured 

data [16]. Therefore, it demands extensive preprocessing 

to extract meaningful information from this semi-

structured content. 

 

Figure 3 Web Usage Mining Phases 

Weblog files from web servers are the main source of 

data for web usage mining, as seen in Figure 3. Web 

servers, Web proxy servers, and client browsers are the 

three primary sources from which this can be acquired. 

Although web servers can be set up to log a variety of 

information, the majority do so for IP addresses, login 

credentials, last page viewed, success rate, user agents, 

and URLs [17–18]. But the data from these logs is 

frequently vague and lacking. 

 About 80% of the processing time is spent on pre-

processing, a crucial step in online usage mining that 

cleans, validates, and completes the data [19–20]. The 

process of turning pre-processed data into useful patterns 

is intricate and usually involves methods like regression 

analysis, clustering, and classification. The last step, 

pattern analysis, focuses on identifying and keeping 

intriguing patterns while eliminating those that are not 

important s[21]. 

III.  LITERATURE REVIEW  

Gholizadeh et al. (2021) [22] used association rules to 

analyze a relationship between production rules in the 

manufacturing lines. They addressed the logical 

reasoning interaction between the automobile production 

lines and goods with this method. The results 

demonstrated that an accuracy rate exceeding 87% was 

achieved with the application of data mining association 

rules. The method is helpful for simplifying the 

production process, enhancing management decision-

making in the IoT domain, and producing manufacturing 

guidelines. 

Asadianfam et al. (2020) [23] suggested webpage 

suggestions with c-means clustering separated a random 

user sample and carried out clustering using the 

information gathered. When compared to alternative 

approaches, the experiment's results utilizing this model 

produced a list of the user's top recommended pages with 

the highest accuracy of 89.56% and the highest precision 

of 96.45%. 

Mohanty et al. (2023) [24] grouped the fuzzy 

membership matrices using the traditional fuzzy 

clustering algorithm, fuzzy c-means, and presented the 

clustering process' results. A new equation for the 

expression of fuzzy membership vectors is used in 

conjunction with the feature weight calculation method 

used in the clustering phase. A 10% increase in clustering 

accuracy is shown when comparing the experimental 

findings to the previous clustering techniques used on the 

multivariate time series datasets. 

Web Usage 
mining
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H. Li and M. Wei, (2024) [25] centered on creating 

algorithms for continuous mining, specifically for 

density-based clustering. These techniques are reliable 

for finding clusters with different granularities or 

eliminating outliers from areas with variable densities. 

On specific datasets, their accuracy rate was 60.375%. 

P. Bhattacharjee et al. (2022) [26] highlighted artificial 

intelligence research, showing how conventional 

clustering techniques can be used with creative 

approaches to gain increased efficiency. They 

concentrated on clustering methods like K-means, 

CLARA, and CURE. The effectiveness of their approach 

was substantially greater than that of its raw data output. 

Additionally, they included a comparison with results 

from other approaches that used the same dataset, based 

on the Rand index. Interestingly, the CLARA approach 

outperformed the DBSCAN method on one dataset and 

reached 100% efficiency on two others. 

M. Kotyrba et al. (2021) [27] suggested CLARANS-

based clustering techniques. The unique feature of their 

method is that it only takes into account users who behave 

consistently throughout clustering. The quality and speed 

of clustering have significantly improved, according to 

the results. A silhouette coefficient of 0.7830 and notable 

decreases in different computing requirements are among 

the metrics. 

M. S. Bhuvaneswari and K. Muneeswaran (2020) [28] 

identified patterns in inspection reports by text mining 

based on rules. They used unsupervised clustering to 

categorize projected renewal occurrences into four 

categories of criticality based on collected data and other 

important factors, such age. Their methodology indicates 

that just 8.8% of damaged roofs are of the highest 

importance and fall within the allocated budget. This 

flexible approach can be used for a variety of assets and 

can greatly improve the way major owner organizations, 

such as school boards and municipalities, allocate funds. 

B. Gao et al. (2022) [29] presented a method for 

finding web blogs that uses an adaptive fuzzy feedback 

recurrent neural network. Using a fuzzy-based RNN, the 

method does rerank the search results, and user feedback 

helps it get even closer to what the user intended. Metrics 

like accuracy, precision, and recall were used to assess 

the efficacy of the Python implementation. With an 

accuracy rate of 94%, it outperforms well-known 

methods like ANN, DNN, and deep auto-encoders. 

Khatter et al. (2020) [30] suggested using the least 

square regression technique to find patterns in sensor data 

analysis. To increase modeling efficacy and resilience in 

categorization, they refined the least squares regression 

technique, enabling test accuracy rates of roughly 96.2%s 

and 100%. These findings imply the effectiveness of the 

suggested sensor system. 

Applications of Web Usage Mining 
Discovering patterns in browsing behavior is one of 

the main objectives of web usage mining, and by doing 

so, websites can become more appealing to users. Three 

primary uses are as follows: 

Privatization of Web Content: - User experience 

personalization will change as a result of Web usage 

mining techniques. It may be possible to utilize predictive 

algorithms to infer in real time what a user could do next 

by comparing the user's current browsing activity with 

log data from the past.  

Thus, this guarantees that recommendation systems 

are able to suggest material and direct users to websites 

that are most appropriate for their interests. This makes it 

possible to better facilitate the improvement of the user 

experience by customizing the product to be offered and 

organizing catalogs based on the user's most likely 

interests. In addition to improving user pleasure, this 

customisation raises user engagement and interaction 

with the web content. 

Pre-recovery: - Web usage mining can offer vast 

performance enhancement to web servers and web-based 

applications. Techniques developed using data mining 

techniques can be used for developing efficient retrieval 

and caching techniques by the servers. Optimization of 

retrieval times reduces response time for web requests 

and thereby improves user experience as a whole. 

Improved efficiency in using a server improves 

responsiveness and reliability of web applications 

through optimum pré-emptive caching of frequently 

accessed content and dynamic server response to usage 

patterns. Its proactive approach toward server 

management ensures smoother interaction and fast 

loading times for users accessing web services. 

Optimization of Web Design: - The usability 

parameter is very crucial in developing the effective web 

sites. The web usage mining provides excellent 

information that can be used to enhance the design and 

structure of a web page. For example, the collected data 

regarding user interaction can be put to use through the 

development of an adaptive web page, where the pages 

change with respect to the observed behaviors. In this 

dynamic approach, website content will relate and 

interest end-users over time. Usage analytics would assist 

in improving design elements along with the form of 

presentation of content on website. In case the said usage 

analytics are being constantly used, it will ensure that 

engagement and satisfaction by the users remain at the 

optimal level. Thus, organizations would be able to 

enhance usability and navigation and improve their 

overall user experiences from websites, driving a higher 

level of user retention and interaction. 

IV. CONCLUSIONS 

Web usage mining helps uncover precious insights 

from web log data so that true user behavior 

understanding may be achieved. Different techniques 

such as clustering, classification, and association rules 

enable organizations to deliver content better, improve 

their web server's efficiency, and fine-tune their web 

design according to the interactions between the user and 

the web site. However, along with the advantages it 

brings regarding utilization of web usage mining 

techniques, it cannot sideline the hurdles including 

processing semi-structured data and too much 

preprocessing. Therefore, future studies should be 

conducted to overcome these obstacles and increase the 
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usability of web usage mining in web analytics and 

related user-centered applications. 
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