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Abstract—With increasing competition in the market,
employees’ attrition increases. Moreover, the decision makers
always are in the face of improper management. Whenever an
employee leaves an organization, there is a source of advantage
for the business competitor because of the invaluable tacit
knowledge that the employees carries with them. Therefore, to be
continuously competitive in the business, the organization should
minimize the employees’ attrition. Employees’ attrition may be a
big issue for the organizations specially once trained, technical
and key staff leave for a far better chance from the organization.
This results in financial loss to replace a trained employee.
Therefore, this research work uses the current and past
employees’ data to analyze attrition behavior of employees and to
provide bonus/promotion to employees having non attrition
behavior by using LSTM and fuzzy rules. This work also gives
decision for bonus and promotion without any partiality and
indirectly helps in development of the organization.
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I.INTRODUCTION

Inventory management refers to the process of ordering, storing
and using a company's inventory. These include the
management of raw materials, components and finished
products, as well as the storage and processing of these items.
For companies with complex supply chains and production
processes, it is particularly difficult to balance the risk of stocks
and bottlenecks [1]. To achieve this balance, companies have
developed two main methods of inventory management: Just-
In-Time (JIT) planning. The goal of inventory management is
to meet customer needs by storing the right amount at the right
time so that the resulting costs are minimal. This is an essential
element in most companies and usually cannot be separated
from other functions. For example, an optimal filing policy will
surely depend on the promotions made by the marketing
department [2].

Since a company's staff is the most valuable resource,
managers need all the tools to properly implement the skills
and abilities of their employees [3]. A tool that managers can
use is an inventory of skills. The use of an inventory of skills
can be very useful for achieving company goals and making
better decisions in terms of personnel management and
management. A workforce, also called Skills, summarizes the
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qualifications, training and experience of current employees.

Depending on the size and complexity of a company, the

process of creating an inventory of skills varies. Some

companies use commercial software. Other companies use
database programs. Some small companies use simple
spreadsheets or even a paper-based system to create the skills

inventory [4].

Regardless of the methodology used, an inventory of skills,

once completed correctly, will provide a collective inventory

of the skills, knowledge and practical experience of a

company's staff [5]. Managers can then use this information on

the skills inventory to improve decision making in multiple
areas, including:

i. Hiring staff that better meet the current and future needs

of the various business units.

ii. Assigning the right employees to the right functions.

iii. Staffing internal project teams with the best talent to
ensure organizational success.

iv. Targeting training and development efforts to alleviate
existing skill gaps.

v. ldentifying key employees to develop for future business
needs.

vi. Developing an internal talent channel to replace key
employees and managers that depart from the
organization.

vii. Developing a workforce plan for the future strategic needs
of the business.

An updated inventory of skills will benefit human resources by

analyzing and effectively comparing information on multiple

employees within the organization. This can then be used to
decide on items such as promotions, training, updates and

future recruitment needs of the organization [6].

However, it is extremely important that the human resources

inventory is regularly updated to ensure its relevance and

usefulness. Collecting accurate information on each employee
of the company is often a tedious and time-consuming activity
that is very difficult on paper. The human resources inventory
is also called a "snapshot" of a company, the static inventory

has no value [7].

Few of the currently used tools for employees’ attrition

prediction are as follows:
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IBM HR Analytics

IBM Software offers one of its products in the Talent
Management Software (TMS) category, called IBM Kenexa
HR Analytics, provided by IBM Watson Analytics. One of the
solutions offered by IBM Workforce Analytics is employee
attrition prediction [8]. It analyzes the main wear factors,
therefore it foresees the wear of the employees.

SAP Workforce Analytics

SAP SuccessFactors use predictive analytics to answer
questions about understanding revenue, and to identify and
manage the risk of theft. For example, IBM and SAP have
developed a solution and developed their own application to
predict employee friction so that the company can find a
replacement for an employee in advance.

Chennai
Hyderabad
Pune
Bangalore
Delhi

Mumbai

15 17 19 21 23 25
Attrition in (%)

Figure 1: Employee Attrition Trends by Cities
Attrition Trends in India

i.  Mumbai currently has the highest annual attrition rates in
analytics, at 25.7%. The city boasts of a robust data
science ecosystem, mostly from banking and finance
industry. Coupled with high salaries and demand for data
scientists, Mumbai is pushed to the highest position in
terms of employee attrition [9].

ii. Chennai, on the other hand, has the lowest attrition rates,
at just 15.5%.

iii. It is evident that larger cities, with bigger employee base
in analytics (Bangalore, Mumbai & Delhi/ NCR) have
higher attrition rates, higher than 20%. While, cities with
lesser employee base have in turn lower attrition rates,
lesser than 20%.

iv. Also, current analytics employees in Mumbai are on
average staying their current organizations for an average
of 4.2 years. As earlier mentioned, we did not find any
correlation with attrition rates and tenure.

v. Tenure of analytics professionals in Chennai is highest, at
4.5 years.
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II.RELATED WORK

Alduayj et al. [1] studied employees’ attrition using machine
learning models. Using a synthetic data created by IBM
Watson, three main experiments were conducted to predict
employee attrition. The first experiment involved training the
original class-imbalanced dataset with the following machine
learning models are: Support Vector Machine (SVM) with
several kernel functions, Random Forest (RF) and K-Nearest
Neighbor (K-NN) above mentioned machine learning models.

Soni et al. [2] investigated the employee characteristics and
various organizational variables that may result in Employee
Turnover. Product innovations and corresponding product
variables can be duplicated, but the harmony of an
organization's employees can never be replicated, hence they
are of utmost importance. Two classification methods that
were used for the comparison of the prediction accuracy and
generalization capabilities are, Artificial Neural Network
(ANN) and Adaptive Neuro-Fuzzy Inference System (ANFIS).

Sisodia et al [3] proposed a model which will predict
employee churn rate based on HR analytics dataset obtained
from Kaggle website. To show the relation between attributes,
the correlation matrix and heatmap is generated. In the
experimental part, the histogram is generated, which shows the
contrast between left employees vs. salary, department,
satisfaction level, etc. For prediction purpose, we use five
different machine learning algorithms such as linear support
vector machine, C 5.0 Decision Tree classifier, Random
Forest, k-nearest neighbor and Naive Bayes classifier. This
paper proposes the reasons which optimize the employee
attrition in any organization.

Ford W. Harris [4] developed the first mathematical model for
inventory management, the Economic Order Quantity Model
(EOQ), introduced in 1913. It was designed for production
planning purposes. EOQ is a dynamic and deterministic mono-
product model, essentially very simple. The model indicates
the optimal solution for knowing the behavior of the inventory
system. The closed solution is also easy to calculate.

Pikulkaew Tangtisanon [5] focused on an inventory
management and a stock forecasting system. Web service was
implemented as a new approach for an inventory management
system that helps to manage and to find the food additives that
exist in the international food additive database authorized by
Codex Alimentarius Commission. The stock forecasting was
done with four machine learning models which are Naive
Bayes, Decision Tree, Linear Regression and Support Vector
Regression to predict stock of food additive.
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Ibrahim et al. [6] used data mining techniques such as
clustering, classification and association rule. The accuracy
and preciseness of the technique used is so essential to the
success of any retention attempting. After all, if the company
is not aware of a customer who is about to leave their
business; no proper action can be taken by that company
towards that customer.

Dolatabadi et al. [7] discussed on increasing competition
among service companies to predict the tendency of customers
to retain customers is so important. The consequences of brand
loyalty and the loss of a customer base in a company and the
difficulty of acquiring a new customer for each lost customer
are very difficult for companies. It can be very useful to have a
predictive model of customer behavior to plan and process this
type of case.

Franciska et al. [8] discussed that clustering is a performed by
grouping objects based on similarity of its characteristics to
provide patterns and knowledge of given user data. Different
types of clustering algorithms called partitioning, hierarchical
and grid-based clustering methods. Here k-means clustering,
k-medoids clustering, Hierarchical clustering, DBSCAN and
Fuzzy ¢ means clustering. Clustering algorithms are used for
customer churn analysis; one of the important reasons is that
the cost of increasing a new customer is much higher than
retaining an existing customer by using customer churn
analysis.

Xiaojuan et al. [9] aims to enhance the ability to forecast
employee turnover with or without considering the impact of
economic indicators. Various time series modelling techniques
were used to identify optimal models for effective employee
turnover prediction. More than 11-years of monthly turnover
data were used to build and validate the proposed models.
Compared with other models, a dynamic regression model
with additive trend, seasonality, interventions, and a very
important economic indicator effectively predicted the
turnover with training R2 = 0.77 and holdout R2 = 0.59. The
forecasting performance of optimal models confirms that time
series modelling approach has the ability to predict employee
turnover for the specific scenario observed in our analysis.

This research work is focused on finding a well trained and
experienced employees, in any organization, for giving bonus
or for replacement. Hiring new employees always Ccosts
organization some huge costs. Human Resource departments
generate an enormous amount of data on a daily basis: leaves,
social conflicts, annual evaluations, wages and benefits,
recruitments, departures, career evaluations, etc. But the big
dilemma is to find out the correct and accurate replacement of
the employees who will left.
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Here are some of the challenges faced by the hiring
managers:

1. Employees’ Attrition is a trivial issue for organization’s
loss such as financial loss, cost and time to get the
replacement and hiring, retraining of new employee and
also customer dissatisfaction.

2. Somehow organization can bear the loss of attrition of
employees that are not as much experienced as those who
has spent a significant amount of time that their attrition
always results in some serious losses.

3. Employees’ Attrition can have a negative impression on
existing employees.

4. Eligible Candidates
candidates.

5. Another area of research is to find out the candidates that
would prove to be an asset to the firm if hired.

6. If a selected candidate drops off, then firm have to repeat
the cycle of complete processes and find a replacement
again.

7. HR department may do partiality in manual evaluation of
employees for bonus.

Finding and sorting the best

IHI.METHODOLOGY

The proposed methodology works in different levels termed as

multi-agent architecture which performed their function as

discussed below:

1. The dataset is taken.

2. Handover dataset to Information Selection Agent (ISA).

3. Attrition Detection Agent (ADA) classifies new employees
for their attrition behaviour using LSTM.

4. Non-attrition employees and not decidable employees are
further considered for appreciation for which Appreciation
Providing Agent (APA) are activated.

A. Information Selection Agent (ISA)

For finding relationship between features or employees’
information, F-score co-relation are evaluated. It is a type of
feature selection technique. Feature selection is an optimization
technique for reducing dimensionality of data in various
domains like machine learning, pattern recognition, and data
mining. Its main purpose is to remove the redundant and
irrelevant features. These features ultimately affect the
performance of the classification algorithms in terms of time
and cost and they offer little or no predictive information to the
data mining systems. Removing unnecessary features is not
quite easy task, as it is difficult to determine the relevance or
irrelevance of a particular feature in the target class. The
relevance of a particular feature between two features or among
many features is measured by evaluation criterions.
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Fig]re 2: Methodology for Employees Attrition Detection

F-Score is a technique which measures the discrimination when If the number of jth dataset is nj, where j=1,2,...,1,
there are more than two classes of real numbers present in a
dataset.

Then the F-Score of the ith feature is defined as:

Let Xk, be the training vectors ()
‘ g g @ -ap?
7wl 1 & () (U
Ej=1$£k=1(xk,i_xi )?

@)

where k=1, 2... m

| = total number of classes where (I>=2)
Where X, is the average of the ith feature of the whole dataset
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o 5
x,’is the average of the i"" feature of the j dataset

X,/ is the i feature of the k™ instance in the j" dataset

The numerator in the above equation (1) denotes the
discrimination between each of the classes in the dataset, and
denominator indicates the discrimination within each of the
classes in the dataset. If the F-score values are larger between
two features, then the two features are not relevant to each
other. If the F-Score values are smaller, then they are likely to
be relevant and yield better results.

After applying this algorithm, Information Selection Agent
(ISA) will return that useful information that are beneficial for
Attrition Detection Agent (ADA) for determining attrition
among employees.

B. Attrition Detection Agent (ADA)

Employees’ attrition is predicted by Attrition Detection Agent
(ADA) by using a LSTM Classifier. One of the type of
recurrent neural network (RNN) is Long short-term memory
(LSTM). It is type of deep learning neural network approach
composed of several neural network modules. The LSTM
network is composed of four units: memory cell, input unit,
output unit and forget unit. The memory unit is the unit that
stores the data values for some time intervals and remaining
three units regulates the flow of data values for evaluation of
output value. The LSTM deep network is used for both
classification as well as regression process. At each time step t
there is a set of vectors, including an input gate it, a forget gate
fi, an output gate o: and a memory cell C..

forget gate
self-recurrent
‘ g connection
memory cell _I_Q\ » memory cell
input L output
Input gate output gate

Figure 3: Long Short-Term Memory (LSTM) Units

All these together are used to compute the output of the hidden
layer ht as follows:

fe = oW xxe + Up x he_y + by) 2
ip=cW;*x,+U;* hy_y + b)) (3)
C, = tanh(W, * x, + U. * h,_; + b,) 4
Co=i *xCo+ fi*Ci_q) (5)
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o =W, *x;+ U, *he_y +b,) (6)

hy = o, * tanh(C)) (7

In this model, o is the sigmoid activation function, tanh the
hyperbolic tangent activation function, x; the input at time t,
Wi, We, W, Wo, Ui, Uc, U, U, are weight matrices to
regulate the input and b, bc , br, b, are bias vectors.

C. Appreciation Providing Agent (APA)

After selecting Non-attrition employees and not decidable
employees, bonus/promotion prediction is performed by
designing fuzzy rules as in figure 4.4. as well as it also gives
employee shortfall analysis as per department.

Four most important features (out of 23 features) are selected
for designing fuzzy rules which are:

1. JobSatisfaction (1-5 rating)

2. NumCompaniesWorked (0-9 years)
3. PerformanceRating ( 1-5 rating)

4. TotalWorkingYears (0-40 years)

On these four features total 495 rules are designed (i.e. 2C,)
which select best employees for bonus distribution or
promotion application.

IV.CONCLUSION

Employees’ Attrition can affect an organization in many ways
like goodwill, revenues and cost in terms of both time and
money. The predictive attrition model helps in not only taking
preventive measure, but also making better hiring decisions as
well as providing appreciations to best employees that
contributes to the benefit of the organization. IBM HR
analytical dataset is used in order to evaluate the performance.
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