SHODH SANGAM -- A RKDF University Journal of Science and Engineering

SURVEY OF VARIOUS WAREHOUSE SALES
FORECASTING TECHNIQUES

SONAR PRASHANT SHANTILAL
M.Tech Scholar
Department of Mechanical Engg.
Satya Sai College of Engineering, Bhopal

Abstract—From the beginning, the main functions of Supply
Chain Management (SCM) were the management of purchases
and purchases, but subsequently SCM took the integrated form
i.e. consists of sourcing, materials management, production
support and sales management. Given the highly competitive
market scenario, supply chain management is becoming the most
important functional area of the business. Direct, indirect supply
chain management processes and source services (as a raw
material) to the end customer as a final product. Demand
forecasting models is designed to estimate the quantities of more
products that customers will buy in the future. As inventory and
product numbers increase, it is extremely difficult to predict
demand. Most demand forecasting models are based on a single
classifier or a simple combination of these models.
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Supply

LINTRODUCTION

Modern companies face conflicting problems in a difficult
environment. Successful companies are more adaptable and
immediately follow the updated or revised corporate
governance concepts. Apply these detailed techniques in the
features. Supply Chain Management (SCM) is one of the new
concepts implemented in Bangladesh since the late 1990s.
First, multinationals have integrated supply chain
management. Providing in their facilities, then other people
and local conglomerates have adopted the concepts. These
include purchases, materials management, production support
and sales management. In the highly competitive market
scenario, supply chain management becomes the most
important functional area of the company. Supply Chain
Management manages direct, indirect and source services (as
basic material) for the end customer as a final product [1].

A supply chain is a network of supply chain partners, such as
suppliers, manufacturers, distributors, dealers, couriers, etc.
Forecasts are by far the beginning of all supply chain
management activities that launch all other supply chain
management actions. However, forecasts play an important
role both inside and outside the company [2].

Forecasting is the main driver for planning and decision
making at the supply chain and enterprise management level.
Companies are truly professional and rely heavily on the
actual numerical value of forecasts to make key decisions such
as capacity building, resource allocation, expansion and
integration, upstream and downstream, and so on. The
exploratory study focuses on the following objectives:
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e Understand the practice, management and application of
forecasts in the three growing Bangladesh sectors, such as
the life-saving industry, the retail chain and consumer
products.

e Limit and resolve demand forecasts.

® Propose a forecast management model in supply chain
management.

Supply chain is defined as a set of entities directly involved in
the activities associated with the upstream and downstream
flows of products, services, finances, and/or information from
a source to a customer [2]. Supply chains can be categorized
into three groups such as Direct Supply Chain, Extended
Supply Chain and Ultimate Supply Chain [3]. In our problem,
we focus on Direct Supply Chain which contains some
manufacturers, warehouses and customers. In this type of
supply chain, products of manufacturer are transported to
warehouses and customers reach these products through
warehouses. Considering all given definitions above, supply
chain management (SCM) can be thought as a process which
deals with the total flow of materials from suppliers through
end users [4].

There are various sub-processes of supply chain management
which are quite complicated and challenging such as demand
forecasting. Demand forecasting can be summarized as an
estimation of a supply chain constituent’s (such as warehouse,
end sale point etc.) expected sales during a specified future
period. Forecasting demand correctly for different constituents
provides planning all processes of supply chain effectively [5].
For instance, accurate demand forecasting prevents redundant
shipping charges or storage costs. Thus, forecasting the
demand of warehouses is an important task and it forms the
motivation of our work. In this research, we study forecasting
the demand of warehouses with low error rate problem [6].
The aim of the work is to propose a time series prediction
model using artificial neural networks technique. Demonstrate
the effectiveness of the proposed approach based on real data
from a Alcohol warehouse. To make the output results more
effective and to determine the future requirements of the
business that will examine the requirements of last year.

ILRELATED WORK

HaixiaSang's et al. (2018) [1] this article presents a simulation
approach to analyze the inventory problem of the rental
housing chain. Unlike most products, the rental unit is a
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"traffic" type product and the inventory problem is
complicated. This paper proposes a systematic and flexible
process that effectively provides managers with critical
decision-making tools to help them understand and validate
inventory problems in the supply
accommodation. The proposed method takes inventory factors
into account, such as the forecasting method, the time period,
the initial inventory and the supply indicator. Furthermore, the
procedure is applied to a real supply chain of rented
accommodation to confirm its effectiveness. Furthermore, the
proposed methodology has proved to be practical and effective
in helping managers make ongoing decisions.
ChristophFlothmann et al. (2018) [2] this study aims to
improve understanding of the skills needs of supply chain
planners and analysts (SCP & As) and to identify the different
personal preferences of HR managers in relation to the skills
profile. Candidates. Design / Methodology / Approach A total
of 243 recruitment-led supply chain leaders participated in an
election-based, adaptive experiment to discover the relative
importance of six skill attributes, namely analytical and
analytical skills. Problem solving, interpersonal skills, Supply
Chain Management (SCM) skills and experience in the sector.
Results Knowledge and analysis of supply chain management
and problem-solving skills have been identified as the most
important skills. They are three times larger than general
management skills. Based on a convergent analysis of groups
and sets, two types of recruitment managers have been
identified. The first group is characterized by a strong
preference for candidates with extensive skills in supply chain
management. On the other hand, members of the second group
prefer candidates skill profile.
Originality / value The authors' conclusions help companies to
better adapt to the person and the workplace, a determining
factor for employee performance and satisfaction.

Shanika L. Wickramasuriya et al. (2018) [3] Major time series
collections often have aggregation restrictions due to product
groups or geographic areas. Forecasts for the most
disaggregated series are usually needed to accurately add
aggregated series forecasts, a constraint we call "consistency".
Forecasting is the process of adjusting forecasts to make them
consistent. We demonstrate that this matrix cannot be
estimated in practice due to identifiable conditions. We
propose a new approach to forecasting that
information from a complete covariance matrix of forecasting
errors to produce a set of consistent predictions. Our approach
minimizes the average quadratic error of consistent predictions
between time series and assumes fairness. The minimization
problem has a closed form solution. We make this solution
scalable by offering a computationally demanding yield. We
evaluate the performance of the proposed method with respect
to alternative methods using a series of simulation projects that
take into account the different characteristics of the time series

chain of rented

with a more balanced

includes
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acquired. This is followed by the empirical application with
data on Australian domestic tourism. The results show that the
proposed method works well with artificial and real data.
Gokhan MertYagli et al. (2018) [4] Forecasts for photovoltaic
production play an important role in the functioning of the
electricity grid. The forecast is required
geographical and temporal scales, which can be modeled as
hierarchies. In a geographical hierarchy, global forecasts for
the region can be obtained directly by forecasting the regional
time series or by aggregating the individual forecasts for the
sub-regions. This results in a problem known as total
inconsistency, as it is probable that both sets of predictions
differ due to the uncertainties of the model. Therefore, the
practice is not optimal. A statistically optimal aggregation,
called reconciliation, provides consistent predictions. The
comparison helps system operators to have greater foresight at
the regional level, eventually leading to effective system
planning. This document focuses on improving the accuracy of
correspondence. Furthermore, the impact of detailed and
aggregated forecasts
analyzed. In California, 318 simulated photovoltaic plants
were used to establish a geographical hierarchy. Aggregate
predictions based on the numerical prediction of time are
obtained with model output statistics and models of artificial
neural agreed forecasts, significant
improvements are observed without the use of exogenous
information.

in different

on final concerted forecasts was

networks. In the

Lindsay R. Berry et al. (2018) [5] we introduce a new
Bayesian methodology for consumer sales forecasts. Focusing
on multi-step forecasting of daily sales of many supermarket
items, we adapt dynamic counter models to predict each
customer's transactions and introduce new cascaded dynamic
models to predict the number of items per transaction. These
transaction and sales models can include predictors of time,
season, price, action, randomness, and other points of sale for
individual items. Sequential Bayesian analysis involves rapid
parallel filtering of decoupled element groups and can be
adapted to elements that may have very different properties. A
multi-scale approach allows the exchange of information on
elements with correlated models over time to improve
forecasts while maintaining the scalability of many elements.
A motivating case study of multi-period sales forecasts and
multi-stage pre-shopping in supermarkets provides examples
that demonstrate better accuracy of forecasts in different
metrics and illustrate the benefits of complete probabilistic
models for assessing and comparing the accuracy of forecasts.
Keywords: Bayesian forecast; decoupling / torque; dynamic
binary waterfall; Calibration prediction; intermittent question;
multi-scale forecast; Forecast of rare events; Revenue per
transaction Forecast of supermarket sales

Christoph Flothmann et al. (2018) [7] this exploratory study
analyzes the careers of 307 supply chain managers (SCEs).
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Motivated by career theory, our ideas create new insights into
the educational background and careers that lead to SCE
positions. Based on an optimal matching analysis, we can
distinguish six career models for SCEs. They differ in terms of
previous work experience, training and time needed to reach a
position of leadership. By characterizing the antecedents and
career paths of CEMs, Supply Chain
Management (SCM) is a truly cross-functional profession. Our
findings suggest that the former employee responsibility
appears to be a more important recruitment criterion than the
full experience of supply chain management. While 56% of
managers had ex-employee responsibilities, only 12% of the
accumulated careers were actually spent in the SCM function.
Islek et al. (2017) [8] discussed demand forecasting is the
process of constructing forecasting models to estimate the
quantities of several products that customers will purchase in
the future. When the warehouse and the number of products
grow, forecasting the demand becomes dramatically hard.
Most of the demand forecasting models rely on a single
classifier or a simple combination of these models. In order to
improve demand forecasting accuracy, author investigated
several different classifiers such as MLP, Bayesian Network,
Linear Regression and SVM analyzing their accuracy and
performance. Moreover, we also studied some classifier
combination techniques by approaching from demand
forecasting perspective. In this paper, we propose a
methodology to combine various forecasting models using
neural networks rather for supporting demand forecasting. The
proposed methodology is tested against single classifiers and
classifier ensemble models using a real dataset.

we show that

HNI.METHODOLOGY

Demand and sales forecasts are one of the key characteristics
of manufacturers, resellers and retailers. By balancing supply
and demand, they reduce inventory and excess inventory and
improve profitability. If the producer wants to satisfy the
overestimated demand, overproduction leads to further storage
linking the surplus stock. On the other hand, an undervalued
demand leads to unrealized orders, lost sales opportunities and
reduced service levels. Both scenarios lead to an inefficient
supply chain. Therefore, accurately predicting the demands of
participants in the supply chain is a challenge.

The ability to predict the future from past data is an important
tool for supporting individual and organizational decisions.
TSF (Time Series Forecasting) aims in particular to predict the
behavior of complex systems looking only at the past trends of
the same phenomenon. The forecast is an integral part of
supply chain management. Traditional forecasting methods are
subject to severe limitations that affect forecasting errors.
Artificial Intelligence have proven to be useful techniques for
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forecasting demand due to their ability to support non-linear
data.

Artificial intelligence forecasting techniques have been
receiving much attention lately in order to solve problems that
are hardly solved by the use of traditional methods. They have
been cited to have the ability to learn like humans, by
accumulating knowledge through repetitive learning activities.
Therefore, the objective of the research is to propose new
forecasting techniques via the artificial approaches to manage
demand in a fluctuating environment. In this study, a
comparative analysis based on neural techniques is presented
for customer demands in a multi-level supply chain structure.
The artificial techniques used in this study are explained
below.

In the current scenario, an algorithm is proposed which
provide a way to predict the warehouse and retail sales
forecasting in supply chain management.

Figure 1 shows the overall architecture for prediction/forecast
the demand or warehouse sales. The proposed work is
designed for forecasting the sales/demand using ensemble
support vector machine. The result is performed over short as
well as long term forecasting. Following diagram describes
flow of demand forecasting System.

Historical
Data Set

Nomalization

Data Splitting

Traming

Testing
Data

Data

Ensemble Support Vector
Machine (ESVM)

Demand/Sales
Forecast

Figure 1: Flow Diagram of Demand Forecasting

Input: D {Historical Warehouse Sales Data};

Output: Sales/Demand Forecast Weekly as well as Monthly
Step1: Normalization of data, D

Step2: For each entity in D, do

Find feature vector (V) from D

Step 3: For each V do

Predict using Ensemble Support Vector Machine (ESVM)
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Step 4: Determine the error
Find Performance Parameters i.e. RMSE, MAPE
end for

A. Historical Data Collection

This Dataset is for Warehouse and Retail Sales monthly data
from January, 2017 to March, 2018. Total Number of Data is
128355. Warehouse and Retail Sales dataset contains a list of
monthly sales of Alcoholic drink and non-alcoholic drinks
[30].

B.  Ensemble Support Vector Machine

The SVM has two drawbacks. First, since it is originally a
model for the binary-class classi6cation, we should use a
combination of SVMs for the multi-class classi6cation.
Methods for combining SVMs for the multi-class classi6cation
is also there but the performance does not seem to improve as
much as in the binary classi6cation. Second, since learning of
the SVM is a very time consuming for a large scale of data, we
should use some approximate algorithms.

Using the approximate algorithms can reduce the computation
time, but degrade the classi6cation performance. To overcome
the above drawbacks, we propose to use the SVM ensemble.
We expect that the SVM ensemble can improve the
classi6cation performance greatly than using a single SVM by
the following fact. Each individual SVM has been trained
independently from the randomly chosen training samples and
the correctly classi6bed area in the space of data samples of
each SVM becomes limited to a certain area. We can imagine
that a combination of several SVMs will expand the correctly
classi6ed area incrementally. This implies the improvement of
classi6cation performance by using the SVM ensemble.
Likewise, we also expect that the SVM ensemble will improve
the classi6bcation performance in case of the multi-class
classi6cation.

The SVM has been known to show a good generalization
performance and is easy to learn exact parameters for the
global optimum [2]. Because of these advantages, their
ensemble may not be considered as a method for improving
the classi6cation performance greatly. However, since the
practical SVM has been implemented using the approximated
algorithms in order to reduce the computation complexity of
time and space, a single SVM may not learn exact parameters
for the global optimum. Sometimes, the support vectors
obtained from the learning is not sufficient to classify all
unknown test examples completely. So, we cannot guarantee
that a single SVM always provides the global optimal
classi6cation performance over all test examples.
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To overcome this limitation, we propose to use an ensemble of
support vector machines. Similar arguments mentioned above
about the general ensemble of classibers can also be applied to
the ensemble of support vector machines. Fig. 2 shows a
general architecture of the proposed SVM ensemble. During
the training phase, SVM is
independently by its own replicated training data set via a
bootstrap method.

each individual trained

I (x)

Aggregation
Strategy

SVM_1 svm2 [**° °

replicated
data sets via
boolstrapping

TR?(X) TR:(X) coe . test data set

training dala set

Figure 2: Architecture of the Ensemble SVM

Many methods for constructing an ensemble of classi6ers have
been developed. The most important thing in constructing the
SVM ensemble is that each individual SVM becomes different
with another SVM as much as possible.

This requirement can be met by using different training sets
for different SVMs. Some methods for selecting the training
samples are bagging, boosting, randomization, stacking and
bagging. Among them, we put focus on the representative
methods such as bagging.

Bagging First, we explain a bagging technique to construct
the SVM ensemble. In bagging, several SVMs are trained
independently via a bootstrap method and then they are
aggregated via an appropriate combination technique. Usually,
we have a single training set TR = {(x; y)i = 1;

But we need K training samples sets to construct the SVM
ensemble with K independent SVMs. From the statistical fact,
we need to make the training sample sets different as much as
possible in order to obtain higher improvement of the
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aggregation result. Each example x; in the given training set
TR may appear repeated times or not at all in any particular
replicate training data set. Each replicate training set will be
used to train a certain SVM.

C. Performance Evaluation Parameters

Root Mean Square Error (RMSE): RMSE is a parameter that
determines the difference in squares between the output and
the input.

RMSE = VMSE (D

Where, MSE= Mean Square Error

MSE of any estimator (classifier) measures the average
squares of errors or deviations, i,e. the difference between the
estimator and what is estimated. MSE is a risk function
corresponding to the expected value of the squared error loss.

MSE = %(Target,,alue — Obtained yq1ye) 2
Mean Absolute Percentage Error (MAPE): The mean absolute
percentage error (MAPE) is a measure of the predictive
accuracy of a forecasting method in statistics, for example in
estimating the trend. It usually expresses the precision in
percentage and is defined by the formula:

n .
MAPE = ﬂ Target,qie — Obtained gy, 3)
n Target,qiue

i=1
IV.CONCLUSION

For the optimum balancing the supply chain in demand and
sale better forecasting is important factor and by using
Artificial Intelligence. Technique is easy and appropriate way
to identify the realistic demand of future in various conditions
by using previous data of demand and supply with inventory
record by whole seller. Now a days Artificial Intelligence is a
best method to enhance the supply chain management and
recent research shows that for the deep learning process is
introduced for optimizing various conditions in supply chain
management.
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